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Abstract

The vocabulary of a natural language processing (NLP) system is usually limited by the word forms learnt by the system in the preliminary step, for example, word forms seen in the training corpus. Thus, out-of-vocabulary (OOV) problem is an important issue in NLP. In this paper, we study the plausibility of unseen word forms generated from analogical grids on Indonesian, a language known for its richness in derivational morphology. We construct analogical grids from a list of word forms contained in an annotated Indonesian corpus. We generate new word forms by filling the empty cells in the analogical grids. We verify these generated word forms using morphological analyzer and count how many of them are valid Indonesian word forms.

1. Introduction

Analogical grids give a compact view of the organization of a lexicon in a language up to certain extent. Such analogical grids can be built from a list of word forms contained in a corpus. They can be used to study the productivity of a language such as in [1], [2] and [3]. [4] performed such an analysis across 12 languages using analogical grids built from the Bible corpus. As another example of use, [5] showed how to produce the French word form rectification by analogy from the neighboring word forms fructifier, fructification, and rectifier in the same series (see Figure 1).

![Figure 1. Producing a new word form from neighboring word forms. Example taken from [5]](attachment:image)

In this paper, we compare the productivity of analogical grids built from two different kinds of feature vector. We generate new word forms by filling the empty cells in the grids. The plausibility of these newly generated word forms is tested against morphological analyzers. We count how many of them are recognized by at least one morphological analyzer.

The paper is organized as follows: Section 2 introduces some notions related to production of analogical grids. Section 3 explains the data used in this work. Section 4 presents the experiment and results obtained. Section 5 gives the conclusion.
2. Analogical Grids

| makan : memakan : dimakan : makanan |
| minum : meminum : diminum : minuman |
| main : : : mainan |
| beli : : dibeli |
| lihat : melihat : dilihat |

**Figure 2. An analogical grid in Indonesian**

An analogical grid is a matrix of word forms where four word forms from two rows and two columns are a proportional analogy. Equation (1) gives the definition of an analogical grid. Such analogical grid can be built from list of word forms contained in a corpus using the methods previously presented in [6], [7] and [4].

\[
p^1_1 \quad p^2_1 \quad \ldots \quad p^m_1 \quad \forall (i,k) \in \{1, \ldots, n\}^2, \\
p^1_2 \quad p^2_2 \quad \ldots \quad p^m_2 \quad \Leftrightarrow \quad \forall (j, l) \in \{1, \ldots, m\}^2, \\
\vdots \quad \vdots \quad \ldots \quad \vdots \quad \vdots \\
p^n_1 \quad p^n_2 \quad \ldots \quad p^n_m \\
\]

(1)

An analogy is defined from feature vectors representing word forms, through equality of ratios. A ratio is the difference between two feature vectors plus the edit distance between the word forms as defined in Equation (2). We refer the reader to [4] for further details.

\[
A : B = \begin{pmatrix} |A|_a & |B|_a \\ \vdots & \vdots \\ |A|_z & |B|_z \\ d(A,B) \end{pmatrix}
\]

(2)

The size of an analogical grid is defined as its number of rows multiplied by its number of columns (See Equation (3)). For instance, the analogical grid in Figure 2 has a size of $5 \times 4 = 20$.

\[
\text{Size} = \text{Number of rows} \times \text{Number of columns}
\]

(3)

The number of empty cells of an analogical grid can be roughly considered the number of possible forms not present in the data. We call it *saturation*, the ratio of the number of non-empty cells and the size of an analogical grid in percentage. According to Equation (4), the analogical grid in Figure 2 has 5 empty cells; its saturation is thus: 75%.

\[
\text{Saturation} = 100 - \frac{\text{Number of empty cells} \times 100}{\text{Total number of cells}}
\]

(4)

It is worth noticing that, when creating all possible analogical grids from a text, not all of the word forms will necessarily appear in analogical grids. Reciprocally, analogical grids extracted from texts may contain empty cells. An analogical grid which does not contain any empty cell is not productive as no new word form can be entered in it. On the contrary, we will call any analogical grids which contains at least one empty cell a *productive analogical grid*. We will call a word form that may fill a blank cell in a productive analogical grid a *generated word form*. We can test the validity of these generated word forms by testing them against morphological analyzer.

2.1. Character-Based Word Vector Representation

A word form is converted into a vector of features which are the number of occurrences for all the characters in the alphabet. For instance, in lowercase Indonesian, the dimension of the vector is 26 (from a to z) as illustrated in Equation (5). The notation $|S|$ stands for the number of occurrences of character $c$ in string $S$.

\[
A = \begin{pmatrix} |A|_a \\ |A|_b \\ \vdots \\ |A|_z \end{pmatrix}
\]

(5)
According to Equation (5) the Indonesian word, makan, which means to eat in English, will have the following vector representation.

\[
makan = \begin{pmatrix} 2 \\ 0 \\ \vdots \\ 0 \end{pmatrix}
\]

**2.2. Richer Word Vector Representation**

The previous feature vector is constructed based on the character information of the word form only. It is possible for us to define richer vector representation. For instance, we can embed more information about the word form, such as part-of-speech (POS) tag, as additional features of the vector. Equation (6) shows how to convert the POS tag into integer values inside the feature vector for word form makan which is a verb (VB).

\[
A = \left( \begin{array}{c} |A_{lb}| \\ |A_{lb}| \\ \vdots \\ |A_{lb}| \\ is_{NN}(A) \\ is_{VB}(A) \\ is_{ADJ}(A) \end{array} \right)
\]

Using such feature vectors will give more constraint and lead to producing regular paradigm tables. Now, we will have the following vector representation for the Indonesian word, makan. Please compare with the previous character-based vector representation at Section 2.1.

\[
makan = \begin{pmatrix} 2 \\ 0 \\ \vdots \\ 0 \\ 0 \\ 1 \end{pmatrix}
\]

**3. Data used**

We carried out experiments using the first thousand sentences of idn-tagged\(^1\) corpus. This corpus is an effort by [8] to manually annotate the BPPT corpus provided by PAN Localization\(^2\). BPPT corpus is an Indonesian-English aligned parallel corpus of news articles. In this work, we will only use the Indonesian part. It contains almost thirty thousand tokens (word forms in the corpus) representing almost five thousand types (number of different word forms). The average length of a token is around five characters while the average length for types is almost seven characters. More than half of the tokens are hapaxes, i.e, word forms which appear only once in the corpus. Table 1 shows the statistics of the corpus.

<p>| | |</p>
<table>
<thead>
<tr>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>Number of tokens</td>
<td>27,545</td>
</tr>
<tr>
<td>Avg. length of tokens</td>
<td>5.17±2.95</td>
</tr>
<tr>
<td>Number of types</td>
<td>4,768</td>
</tr>
<tr>
<td>Avg. length of types</td>
<td>6.73±2.84</td>
</tr>
<tr>
<td>Type-token ratio</td>
<td>0.17</td>
</tr>
<tr>
<td>Hapax</td>
<td>53.48</td>
</tr>
</tbody>
</table>

**Table 1. Statistics of the first thousand sentences of idn-tagged corpus**

**4. Experiment and Results**

Each word form from the first thousand sentences of idn-tagged corpus is converted into two different feature vectors, the standard character-based and richer representation with POS information. We then produce the analogical grids with different saturation.

---

1 github.com/famrashel/idn-tagged-corpus
2 http://www.panl10n.net/indonesia/
thresholds and generate new word forms from the empty cells inside the grids. The plausibility of these newly generated word forms is then tested against two Indonesian morphological analyzers, MorphInd [9] and InaNLP [10, 11]. We assume that a word form is valid if at least one of the analyzer is able to recognize the word form.

4.1. Productive Analogical Grids Obtained

Table 2 shows the statistics of the analogical grids obtained from the two configurations used, character-based feature vector (char) and richer feature vector (char+POS). We controlled the saturation of the analogical grids during their production above some thresholds (no threshold, 50% and 90%). As we are interested with the generated word forms, we left out non-productive analogical grids. Productive analogical grids have saturation such that: threshold \( \leq \) saturation < 100.

In all settings, we obtained more analogical grids from character-based feature vector representation than richer feature vector representation. This meets intuition because it is less constrained. These analogical grids also tend to have bigger size but they are hollower as their saturation are lower.

We now turn into the saturation threshold of the production of the analogical grids. Without setting the saturation threshold, we produced bigger analogical grids with more empty cells in it. We produce the most productive analogical grids with the saturation threshold of 50%. The least productive analogical grids are produced under saturation threshold of 90%. As we controlled the analogical grids to be almost filled, with this setting, we usually ended up with non-productive analogical grids. If we also count the non-productive analogical grids, we obtained the most number of analogical grids with saturation threshold of 90%. However, only around 2% of the analogical grids produced are productive analogical grids.

4.2. Word Forms Generated from Productive Analogical Grids

Table 3 shows the results of newly generated word forms from different kind of analogical grids. As expected, we generate a lot more word forms under character-based setting. This is caused by having more and bigger productive analogical grids. We are able to generate 8 times more word forms in compare to richer feature vector representation.

### Table 2. Statistics of analogical grids obtained

<table>
<thead>
<tr>
<th></th>
<th>Saturation threshold (%)</th>
<th># analogical grids produced</th>
<th># productive analogical grids</th>
<th>Average size</th>
<th>Average saturation (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>char</td>
<td>0</td>
<td>951</td>
<td>149</td>
<td>8,745</td>
<td>65.56</td>
</tr>
<tr>
<td></td>
<td>50</td>
<td>2,621</td>
<td>1,366</td>
<td>54</td>
<td>52.83</td>
</tr>
<tr>
<td></td>
<td>90</td>
<td>5,825</td>
<td>137</td>
<td>12</td>
<td>91.73</td>
</tr>
<tr>
<td>char+POS</td>
<td>0</td>
<td>370</td>
<td>63</td>
<td>3,548</td>
<td>68.64</td>
</tr>
<tr>
<td></td>
<td>50</td>
<td>625</td>
<td>204</td>
<td>47</td>
<td>63.04</td>
</tr>
<tr>
<td></td>
<td>90</td>
<td>1,133</td>
<td>17</td>
<td>13</td>
<td>91.47</td>
</tr>
</tbody>
</table>

We now turn into the saturation threshold of the production of the analogical grids. Without setting the saturation threshold, we produced bigger analogical grids with more empty cells in it. We produce the most productive analogical grids with the saturation threshold of 50%. The least productive analogical grids are produced under saturation threshold of 90%. As we controlled the analogical grids to be almost filled, with this setting, we usually ended up with non-productive analogical grids. If we also count the non-productive analogical grids, we obtained the most number of analogical grids with saturation threshold of 90%. However, only around 2% of the analogical grids produced are productive analogical grids.

4.2. Word Forms Generated from Productive Analogical Grids

Table 3 shows the results of newly generated word forms from different kind of analogical grids. As expected, we generate a lot more word forms under character-based setting. This is caused by having more and bigger productive analogical grids. We are able to generate 8 times more word forms in compare to richer feature vector representation.
Table 3. Number of word forms generated from productive analogical grids obtained

<table>
<thead>
<tr>
<th></th>
<th>Saturation threshold (%)</th>
<th># generated word forms</th>
<th>Valid generated word forms</th>
<th>Total</th>
<th>Ratio</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>char</td>
<td>0</td>
<td>161,338</td>
<td>14,406</td>
<td>9%</td>
<td></td>
</tr>
<tr>
<td></td>
<td>50</td>
<td>15,886</td>
<td>3,073</td>
<td>19%</td>
<td></td>
</tr>
<tr>
<td></td>
<td>90</td>
<td>93</td>
<td>26</td>
<td>28%</td>
<td></td>
</tr>
<tr>
<td>char+POS</td>
<td>0</td>
<td>22,876</td>
<td>4,290</td>
<td>19%</td>
<td></td>
</tr>
<tr>
<td></td>
<td>50</td>
<td>2,401</td>
<td>1,023</td>
<td>43%</td>
<td></td>
</tr>
<tr>
<td></td>
<td>90</td>
<td>16</td>
<td>8</td>
<td>50%</td>
<td></td>
</tr>
</tbody>
</table>

Although we produced more productive analogical grids under saturation threshold of 50%, the most number of generated word forms are obtained from analogical grids built with no saturation threshold. This is due to the advantage of bigger size of analogical grids even when the saturation is slightly higher. These analogical grids have more empty cells and thus generate more word forms. The number of generated word forms is around ten times more than the analogical grids built with saturation threshold of 50% and above thousand times more in compare to 90% saturation threshold. We generated the least number of word forms with saturation threshold of 90% because we have less empty cells and less productive analogical grids.

For the plausibility of the generated word form, the use of higher saturation threshold leads to higher ratio of valid word forms. As analogical grids are almost complete (small number of empty cells), we have more evidences from the neighboring cells which rise the confidence to fill in the empty cells.

From the point of view of feature vector, the ratio of valid word forms is obtained when using productive analogical grids built from richer feature vector. The highest one is when using saturation threshold of 90%: half of the generated word forms are recognized by morphological analyzer. In summary, the analogical grids built from richer feature vector are more reliable to produce plausible word form than character-based feature vector. The difference is up to two times better.

4.3. Categories of Valid Word Forms Generated from Productive Analogical Grids

We sampled one hundred generated word forms which can be recognized by at least one of the morphological analyzers and annotated them by hand. Table 4 shows that 73 word forms are real Indonesian words, like:

- verbs (43 word forms),
- adjectives (4 word forms), and
- nouns (27 word forms).

Some of them are word forms derived from adding prefix or suffix which meets our intuition.

22 word forms are categorized as unknown. They are consisted of invalid word forms and potential new word forms. The invalid word forms come from the confusion in parsing the word form due to the limitation of the morphological analyzers. However, we also observed several word forms that annotator never seen before but seems to be valid and understandable by looking at the outputs of the morphological analyzers. Therefore, we think of these word forms as potential new word forms generated by the analogical grids.

The rest of the word forms are foreign words.
Table 4. Distribution of generated word forms is recognized by morphological analyzers.

<table>
<thead>
<tr>
<th>Category</th>
<th>Number</th>
<th>Example</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>Verb</td>
<td>43</td>
<td>mencerminkan meN + cermin&lt;noun&gt; + kan: ‘to reflect’</td>
<td></td>
</tr>
<tr>
<td>Adjective</td>
<td>4</td>
<td>putus</td>
<td>‘cut off’</td>
</tr>
<tr>
<td>Noun</td>
<td>27</td>
<td>proyek</td>
<td>‘project’</td>
</tr>
<tr>
<td>Foreign words</td>
<td>4</td>
<td>use</td>
<td>English word</td>
</tr>
<tr>
<td>Unknown</td>
<td>22</td>
<td>ter ter + p&lt;noun&gt;: Invalid form</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>berpelebar ber + peN + lebar&lt;adjective&gt;: Potential new form?</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>termengerti ter + mengerti&lt;adjective&gt;: Potential new word form?</td>
<td></td>
</tr>
<tr>
<td></td>
<td>100</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

5. Conclusions

We constructed analogical grids from the first thousand sentences of idn-tagged corpus using two different kinds of feature vector as word form representation, character-based with and without part-of-speech information. We generated new word forms from empty cells in the analogical grids. The plausibility of these generated word forms is evaluated using morphological analyzers.

Results show that we are able to generate a lot more word forms under the character-based feature vector representation. In terms of saturation threshold, we generated more word forms with lower threshold. This meets our intuition because we have less constraints to satisfy and thus obtained analogical grids with more empty cells to fill.

However, we produce more valid word forms when using the richer feature vector representation. The additional information, part-of-speech of the word form, concatenated in the feature vector were proved to put more constrains when building the analogical grids. The analogical grids are then forced to generate a more plausible word form from each of its empty cells. Results show that the chance to generate a valid word form is up to two times higher when using the richer word feature vector in compare to character-based feature vector.
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