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Abstract—Indonesian as an agglutinating language is
known for its derivative morphological richness. Word
forms are constructed by combining stem and affixes. In
this paper, we study the influence of surface form and
morphological information in analogical grids extracted
from a set of word forms with varying sizes. Each word
form is represented as a feature vector. In the experiment
setting, we consider three features: characters, affixes,
and morphosyntactic definition. The sizes and saturation
are then observed to characterize the extracted grids.
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I. INTRODUCTION

Analogical grids are tables containing word
forms in its cells. They give a compact view on
the organization of a lexicon up to a certain extent.
Such grids are the result of an empirical procedure.
Analogical grids are built from a set of word forms
contained in a corpus. Thus, there are word forms
which are not contained in the given corpus. These
are called unseen word forms. This is the reason
why we see empty cells inside analogical grids.
They may be seen as a preliminary step towards
the production of paradigm tables. In contrast with
analogical grids paradigm tables are supposed to
be completed. Paradigm tables are tables that show
conjugation and declension of word forms in a
language. They are usually found in dictionaries.

The left of Figure is an example of an
analogical grid in Indonesian. They can be used to
study the productivity of a language [1], [2], [3].
[4] gave such analysis across 12 languages using
analogical grids built from the Bible corpus [3]]. As

another example of use, [6] showed how to pro-
duce new word form in French by analogy from
the neighbouring word forms in the same series.
[7], [8] showed how to use analogical grid and
analogy to perform word inflection task promoted
in SIGMORPHON Shared Task [9]], [10], [LLL].

Indonesian is an agglutinating language known
for its morphological richness, mostly on deriva-
tional morphology. Word forms are constructed
from stem and affixes (prefixes, suffixes and cir-
cumfixes). It also has reduplications, for example,
orang ’person’ — orang-orang 'people’ in marked
plural. In this paper, we study the analogical grids
extracted from set of word forms contained in
Indonesian morphological dictionary. We consider
the use of three types of feature vectors: char-
acters, affixes, and morphosyntactic definition to
represent word forms. We analyse the influence
of using different feature vectors on analogical
grids size and saturation. Experiments also carried
on varying sizes of vocabulary to observe the
influence brought to the extracted grids.

This paper is organized as follows. Section
and explains the notions of analogical grid
and feature vectors for representing word forms.
Section [V|and [[V|explains the experiment protocol
and data used for the experiment. Section
shows the results and analysis of it. Last, Sec-
tion |VII| concludes the paper.

II. ANALOGICAL GRID

Analogical grid is an M x N matrix, explained
by the left side of Formula (1)), where any four



makan : makanan : dimakan : memakan
minum : minuman : diminum : meminum
lihat dilihat
pukul : pukulan :
lirik lirikan dilirik
Figure 1.

objects contained in the cell on the same two
columns and two rows is a proportional analogy
between sequences of characters [12], [13] (see
the right side of the Formula (T])).
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A proportional analogy (see Formula (2))) is

defined as a relationship between four objects
where two properties are met:

« equality of ratios (defined hereafter) between
the first and the second terms on one hand,
and the third and the fourth terms on the other
hand, and

» exchange of the means (the second and the
third terms can always be exchanged).
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The right of Figure [I] shows several analogies
that can be extracted from the analogical grid in
Figure

We define the ratio between two words in
Formula (3) as a vector of features made up of the
difference between feature vectors which represent
the two word forms, plus, the distance between the
two words.
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makan : makanan :: pukul : pukulan
minum : lirik :: diminum : dilirik

minuman : lirikan :: diminum : dilirik

An analogical grid in Indonesian (left) and 3 out of many analogies that can be extracted from it (right).

In Formula (3), the notation S, stands for the
value of dimension c of feature vector representing
string S. Section [[II explains this feature vector in
detail. The last dimension, written as d(A, B), is
the edit distanc between the two strings. This
indirectly gives the number of common characters
appearing in the same order in A and B.

[4] proposed an algorithm to produce analogical
grids from a set of words. All word pairs with
the same ratio is grouped together as analogical
clusters. Analogical grids are then constructed by
adding these clusters as rows or columns into the
grid.

A. Size and saturation of analogical grid

The size of an analogical grid is defined by the
total number of cells inside the grid. To calculate
the size of an analogical grid we can simply
multiply the number of rows by its number of
columns. Intuitively, analogical grid of word forms
with bigger size means higher number of variation
in a series of conjugation between word form.

Saturation is a way to measure how dense is a
grid. The higher the saturation of analogical grid
can be interpreted as how regular the conjugation
exists in the language. Formula () shows how we
calculate the saturation of an analogical grid.

Number of non-empty cells

x 100%

“4)
Thus, the analogical grid in Figure |1| has size of
4 x 5 = 20 and saturation of 12 x 100% = 75%.

Saturation =
Total number of cells

III. VECTOR REPRESENTATION FOR WORD
FORM

Each word form in the list is converted into
a feature vector to construct analogical grids.

' The only two edit operations used are insertion and deletion.



Feature vectors can be built from properties that
define the word forms. This time, we consider
three types of feature to represent word forms.

A. Characters as features

We use characters that occur in the word form
as the feature of our vectors. The dimension of our
feature vector is as long as the size of the alphabet
in the language.

| Alq 3
[Alp 0

A= | I4l makanan = | 0 5
Al 0

This is the basic feature vector and will be our
baseline. Here, the notation |A|. stands for the
number of occurrences of character ¢ in string A.
Thus, the word form makanan *food’ has a value
of 3 for feature ’a’ in the vector.

B. Affixes as features

Instead of only using the characters, we can
also use affixes that construct the word form as
features. This information can be obtained from
stemmer or morphological analyser. In our exper-
iments, we use manually checked affixes defined
in MALINDO Morpkﬂ data set, instead of using
a morphological analyser. It contained four kinds
of affixes:

o prefix: meN-, N-, di-, etc.

o suffix: -an, -kan, -i, etc.

o circumfix: ber- -an, ke- -an, peN- -an, etc.

« reduplication: full, partial, and rythmic
For more examples of the affixes, please refer
to [14]. In this setting, the labels are converted
into Boolean values (True: 1 and False: 0).

—an 1
di— 0

A= | meN— makanan = | 0 (6)
pe— 0

%github.com/matbahasa/MALINDO_Morph

C. Morphosyntactic definitions as features

Previous settings focus only on the level of
surface form. It is also possible to use morphosyn-
tactic definitions as features. Such feature vector
can be built, for instance, from the Unimorph
Project [15] data which have been built from pars-
ing Wiktionary data into a language-independent
feature schema [16], [17]. Morphosyntactic defini-
tions may consist of tense, case, gender, number,
part-of-speech tag, etc. However, for some low-
resource languages, the number of word forms
and morphosyntactic definition of word forms
contained in the data is very small.

NND 1
NSD 0

A= | ADJ makanan = | . (7)
VSA 0

In our experiments, we only consider the part-
of-speech tag retrieved from morphological anal-
yser for Indonesian, Morphlncﬂ [18], as mor-
phosyntactic features. Similar to the previous set-
ting, the labels are Boolean. For example, the word
form makanan *food’ is a noun so that its value
for feature "NND’ is 1 (True).

IV. DATA USED

We use MALINDO Morph as our dataset. It is
a morphological dictionary for Malay/Indonesian.
Figure [2] shows an example of entries in MA-
LINDO Morph data. Its entry forms are collected
from authoritative dictionaries in Malaysia (Ka-
mus Dewan) and Indonesia (Kamus Besar Bahasa
Indonesia). It also contained some expanded en-
tries from Leipzig Corpora Collection. Most of the
entries of the data are checked by hand. Table [[
gives statistics on the original MALINDO Morph
data.

Although both Malay and Indonesian are mu-
tually intelligible, there are some variations exist
between the two languages. In this paper, we focus
only on Indonesian. Unfortunately, no information

?github.com/neocl/morphind
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Root

Surface form Prefix Suffix

Circumfix Reduplication

perlu perlu 0
perlu seperlunya 0
perlu  memerlukan meN-

0 0 0
0 se- -nya 0
-kan 0 0

Figure 2. An example of entries in MALINDO Morph data taken from [14]]. 0’ means there is no corresponding affix contained in the

respective surface form.

Table 1
STATISTICS ON THE MALINDO MORPH DICTIONARY

Number of tokens 233,372
Average length of tokens | 8.1443.01
# prefix types 12
# suffix types 10
# circumfix types 7
# reduplication types 3

in the dataset explains whether a word form is
Malay, Indonesian, or both. Therefore, we rely on
an Indonesian morphological analyzer, MorphInd,
to recognize the word form.

The surface forms and root is lowercased before
filtered against MorphInd. We consider only word
forms that can be parsed by MorphInd (MorphInd
did not give X ’unknown’ or F ’foreign word’ as
its output). After that, we randomly choose word
forms to construct the analogical grids with vary-
ing vocabulary sizes: 100, 500, 1000. Tokens in
the dataset with smaller sizes are always included
in the dataset with bigger sizes.

V. EXPERIMENT PROTOCOL

Experiments are carried on Indonesian word
forms contained in the MALINDO Morph data.
Analogical grids are constructed using different
types of feature vector on varying vocabulary
sizes. We then measure the sizes and saturations
of the extracted grids.

VI. RESULTS AND ANALYSIS

Table |lI| shows the result of analogical grids
extracted using different feature vectors on varying
vocabulary sizes (number of word forms), where:

e« CHAR: characters feature,

e AFF: affixes feature, and

o MORPH: morphosyntactic definition.

The notation '+’ means that the feature vector
is added up. For example, CHAR+AFF use both
characters and affixes as features.

A. Number of analogical grids

Results show that CHAR struggles to build
any analogical grid on the smaller sizes of vo-
cabulary settings. This may be caused by less
number of word forms where analogies hardly
emerge among the word forms. CHAR+MORPH
and CHAR+AFF+MORPH give the highest number
of grids. The higher the number of word forms
used to construct the analogical grids the higher
the number of analogical grids produced. We can
see a huge increase in the number of analogical
grids under smaller vocabulary size. For example,
an increase up to 10 times can be observed on
vocabulary size of 100 to 500 word forms before
dropping to only around 2 times on vocabulary
size of 500 to 1,000 word forms. The number of
analogical grids can be interpreted as a rough esti-
mation on how rich is the variation of conjugations
in a language.

B. Average size of analogical grids

The average sizes of analogical grids show
a stable increase with bigger vocabulary size.
CHAR+MORPH feature vector always gives smaller
numbers than the other combinations. This may
due to the heavier constraint on morphological
feature rather than using AFF feature. It forces the
grid to limit similar part-of-speech tag changes.

C. Average saturation of analogical grids

In contrast with the previous observations, we
can see that the saturation of analogical grids
seems to be very similar although being produced
from different feature vectors. Results also show
that bigger vocabulary size leads to decreasing



Table 11

ANALOGICAL GRIDS EXTRACTED FROM DIFFERENT FEATURE VECTORS ON VARYING VOCABULARY SIZES

Feature Vocabulary size Nun}ber Ot: Average size Average saturation
analogical grids (%)

100 0 - -

CHAR 500 0 - -
1,000 9 10 94.18

100 9 8 100.00

CHAR+AFF 500 39 395 92.88
1,000 86 2,713 88.24

100 7 8 98.12

CHAR+MORPH 500 69 221 92.17
1,000 143 2,080 89.87

100 7 8 98.14

CHAR+AFF + MORPH 500 69 238 93.54
1,000 139 2,247 89.78

saturation. This meets intuition because the growth
of grid size is not equal with the growth of the
number of word forms inside the analogical grid.

VII. CONCLUSION

We constructed analogical grids from differ-
ent feature vectors: characters, affixes, and mor-
phosyntactic definitions of word form. Results
show that the use of richer feature vector, both
surface form and morphological information, put
more constraint on the analogical grids.

For other languages where there is no such
morphological dictionary, we may consider the
use of unsupervised approach to learn the affixes,
like [19]]. Filling the empty cells inside the grids
and checking the validity of those newly generated
word form should be performed, like [20].
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